
 
 
Robots and Language: A Practical 
Perspective  
  
D. Butterworth1 
  
Robots are moving out of the factory and beginning to enter our daily lives. Autonomous robots have demonstrated 
advanced functionality in structured environments, but they fail in ambiguous, un-structured environments like a 
house. To enable robots to work amongst us, and operate safely in our homes, they need to be able to 
communicate effectively with humans. Researchers are investigating robot language systems based on human 
language abilities, using a complex, integrated system of symbol representations grounded in a cognitive map. By 
debating the problems with taking this human-inspired approach towards language in robots, this paper presents 
the alternative perspective that a robot's language capabilities need only be sufficient enough that it can be 
operated in a natural and straightforward manner. Ultimately, a robot with practical language abilities will  be able 
to comprehend natural, spoken commands from a human, and provide verbal feedback to its operator. 
 
Introduction 
Robotics is widely used in manufacturing industries, but 
practical robots have not yet found their way into our daily 
lives. Science fiction has sketched a future filled with 
advanced technology and by the twenty-first century it was 
believed that robots would already be common-place in our 
daily lives (Levitan & Johnson 1982). With advancements in 
DC motor technology, battery storage capacity and computer 
processing power, the consumer and domestic robotics 
industries are expanding (Global Industry Analysts Inc. 
2010) but there are some fundamental issues that need to be 
addressed before robots can work effectively together with 
humans and operate safely in our homes (Weng, Chen & Su 
2009). Robots will need advanced language capabilities so 
that humans can communicate with them in a natural manner. 
This paper will debate the problems with taking a cognitive 
robotics approach towards language development and 
present the alternative perspective that a robot's language 
abilities need only be sufficient enough that it can be 
operated in a straightforward and natural manner. 
 
Robotics today 
Most robots currently in use are either movement-repeating 
machines or tele-operated, remote-control devices. Industrial 
robots have advanced vision capabilities (Espingardeiro 
2010), can operate at high speeds (Eaton 2008), and handle 

very heavy (Diaz 2009) or microscopic objects (Gu et al. 
2009). Tele-operated robots are controlled directly by a 
human operator and include medical robots (Leven et al. 
2005) and maintenance inspection robots (Guizzo 2010). 
These types of robots are used in static, structured 
environments and require only a low-level of computational 
intelligence; if the environment doesn’t change then the robot 
can operate blindly without problems. 
     More advanced robots are fully autonomous machines 
that can operate in dynamic, unknown, and unstructured 
environments. This means that a mobile robot can be 
programmed with a specific task, placed in an unfamiliar 
location, successfully navigate through a changing 
environment with unknown obstacles, and finally achieve its 
goal. Military research has created robots that can negotiate 
uneven terrain (Raibert et al. 2008) and navigate at high-
speeds in an unknown environment (Thrun et al. 2006). Other 
autonomous mobile robots can swim underwater (Hirata 
2000) or balance on two wheels (Nguyen et al. 2004). But a 
key problem is, that while we have built machines that can 
negotiate almost any terrain on earth, we know much less 
about creating the artificial intelligence that is the core of 
any advanced robot, and one of the most challenging 
environments this intelligence can be tested is in the 
unstructured environment of the home. 
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Robotics in the home 
Domestic robots have been around since the 1980’s, but due 
to technological limitations they have functioned primarily as 
entertainment or educational devices (Elmaghraby & 
Jagannathan 1985) and toys (ShanieAIBO). More recently, a 
range of companies have released robotic vacuum products 
(Forlizzi & DiSalvo 2006), and other more expensive robots 
have been designed especially for the household, utilising a 
humanoid platform (Sofge 2008) or tracked-wheel design 
(Glaskowsky 2007). But all of these robots still have a 
relatively low-level of intelligence (FIG. 1). 
     Currently the domestic robotics market is very small and 
primarily focused on robot toys, but the market will expand 
as countries seek ways to alleviate their aged-care problems 
(Dethlefs & Martin 2006) and also due to consumer demand 
for time-saving devices. In the push to create intelligent, 
autonomous household robots, there are issues that need to be 
addressed regarding robots working in close proximity to 
humans, and questions about human interaction with these 
artificially intelligent machines, but this paper is focused on 
the need to develop language capabilities for robots. 
 
Language and robots 
Robots will need advanced language capabilities so that 
humans can operate them using natural, verbal commands, 
such as “robot, could you help me with the groceries”. The 
robot would also be able to talk and provide feedback to the 
user, such as “I think you want me to lift these bags out of the 
car and bring them inside the house, is that correct?”  The 
importance of natural language instructions, rather than 
specific  single-word  directives  like  “robot move”, is that it 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

makes the robot easy to use without the operator modifying 
their own behaviour.  
     This type of robot would be an autonomous mobile robot, 
with some sort of artificial intelligence, capable of 
performing advanced goal-oriented behaviour inside the 
home. But if a robot is essentially a computer attached to a 
mechanical platform, it raises the question as to why 
language should be studied with robots, as opposed to 
developing language capabilities through a stand-alone 
computer software system. This is where the field of 
cognitive robotics differs from a computer science approach, 
suggesting that language is one part of an integrated system 
and therefore robots can’t develop language abilities without 
also having the sensory attachments that allow them to see, 
touch and experience the world they inhabit.  
     The study of language and robots is a cross-disciplinary 
field, drawing from knowledge in areas such as; 
  

Engineering,  
to build an electro-mechanical robotic platform; 
 

Computer Science,  
to create an artificially intelligent computer brain, Speech 
Recognition software, to comprehend spoken words, and 
Speech Synthesis, so the robot can talk; 
 

Cognitive Science,  
taking our understanding of the human mind and intelligence, 
and using that to build a robotic brain; 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
COGNITIVE ROBOTICS 
Building robots with intelligence based on research into 
the human mind and thought, as opposed to traditional 
Artificial Intelligence methods. 
 
 
STRUCTURED ENVIRONMENT 
Where all environmental attributes are controlled or 
generally predictable. e.g. Industrial robots operate in 
restricted "cells" with discrete lighting conditions. 
 
 
UN-STRUCTURED ENVIRONMENT 
Containing unpredictable variables, including varying 
daylight, unknown obstacles, and humans.  
e.g. the Home. 
 
 
AUTONOMOUS ROBOT 
A robot that can perform goal-orientated tasks in an  
un-structured environment, autonomously with no 
human intervention. 
 
 
ARTIFICIAL INTELLIGENCE 
The field of Computer Science that aims to create the 
appearance of intelligence in machines. 

 Figure 1 | Domestic robots:  Mahru-Z (K.I.S.T.) Korea and PR2 (Willow Garage) U.S. 
 The most advanced domestic robots are highly complex mechanical devices, with significant 
  computational power, but still lack anything that could be described as “intelligence”. 
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and, Linguistics,  
which shows us that language is more than just words and is 
integrated with all human cognitive processes, and to 
generalise new research findings across other non-English 
languages. 
 
Literature review 
The rudimentary approach to adding language capabilities to 
a robot is using speech recognition technology. The robot is 
trained to recognise an operator’s voice and matches known 
voice commands with actions, using a look-up table. Aside 
from the problems that still exist with Speech Recognition 
technology, the key problem with this type of system is that it 
requires large, rigid data structures that don’t correspond with 
the fluidic way that humans use their language syntax. Roy, 
Kai-Yuh & Mavridis (2004) programmed a robot arm 
manipulator to respond to spatial and action words, for 
example “lift, block, behind”. Skubic et al. (2004) 
programmed a mobile robot to understand spatial words and 
make statements about its environment, such as “the object is 
in front of me”. 
     Other research uses a human-inspired, cognitive science 
approach, which takes our knowledge of how concepts are 
represented in a human brain and applies them to build more 
advanced robotic brains. The robot is taught some words, and 
attaches these, along with visual input from its camera, to a 
neural network; a sort of cognitive map for a robot. Steels 
(2001) proposed the idea of playing structured games with 
robots, in order to teach them language, and has 
demonstrated  this  using  a  range of platforms  like the Sony 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

AIBO robot dog and Sony SDR Humanoid robot. It has also 
been shown that robots can be taught a small set of basic 
action words and combine them to develop new combination 
words, in the experiment by Cangelosi et al. (2007) with 
robot arms, and with the iCub humanoid robot (Cangelosi 
2010). 
     The aforementioned research has been based around a 
human teaching language to a robot, but cognitive science 
and language evolution have also been combined to examine 
how language develops between multiple robots, without any 
human input at all. This extends the theory that complex 
language abilities must be part of a robot’s integrated 
cognitive architecture and proposes that robots must learn 
language on their own, so the language that evolves is not 
tainted by any meaning implied by a human teacher. Baillie 
and Nottale (2005) have shown how a pair of Sony AIBO 
robot dogs can play games to evolve their own language. 
Similarly Steels (2008) has presented Sony Qrio humanoid 
robots that played a colour guessing game and evolved their 
own words for different colours. In one of the only studies 
using autonomous mobile robots, Schulz et al. (2010) have 
demonstrated robots that can explore an indoor area, create a 
language of place names to describe the environment and 
evolve new words to describe distance, direction and time, 
along with new, imagined place names outside the robot’s 
immediate environment. (FIG. 2). 
 
The human-inspired approach 
After the lack of success with simple word recognition 
systems,  where  each  word is directly  attached  to a singular  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

NEURAL NETWORK 
A computer program that mimics 
the behaviour of a network of 
biological neurons in the human 
brain. 
 
 
COGNITIVE MAP 
A programming construct 
inspired by cognitive science, 
that allows a robot to process 
information about its 
environment, recall memories 
and solve problems. 
 

     

  Figure 2 | The evolutionary approach to language learning in robots (Schulz et al. 2010) 
  These robots can create their own language, but practical household robots must be capable of 
   understanding human language from the moment they are first used. 
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SYMBOL GROUNDING 
The cognitive process that connects 
real world objects to thoughts and 
meaning in the brain. 
 
 
AFFORDANCE 
A theory in psychology and 
perception studies, suggesting that 
each object has a particular set of 
action possibilities. e.g. that a ball 
has the "affordance" of being 
bounced. 
 

  
 
 
 
 
  

meaning, researchers are now taking a human-inspired 
approach. This means trying to recreate a human’s language 
abilities in a robotic brain, which would require solving the 
deep philosophical and cognitive science problems of symbol 
grounding (Harnad 1990) and the Robotic Turing Test 
(Harnad & Scherzer 2008).  
     The Symbol Grounding Problem is a question in cognitive 
science relating to how symbols in the real world are related 
to meaning inside the mind. This problem has been 
extensively discussed by Harnad (1990) and originally 
presented by Ogden and Richards (1923) as the “Triangle of 
Meaning” (FIG. 3), the philosophy of how symbols relate to 
objects. If a human and a robot are looking at a red ball, then 
the actual physical ball is called the object or referent. The 
name of the object, “a red ball”, is the symbol; the human 
will have learnt this as a child, and the robot will have been 
programmed to call it a “red ball”. The key issues with 
implementing this in a robot, however, are that;  
the human and the robot will each have an individual, 
internal representation of the ball, called the “thought”,  and; 
both the “thought” and the “symbol” are both attached back 
to the original object using a system that allows translation 
between the object and the internal representation, and this 
ability is called grounding. 
     Successfully implementing this in a robot would, it is 
believed, solve the Robotic Turing Test (Harnad & Scherzer 
2008). This is where a human could interact with a robot and 
not be able to distinguish it from another human, excluding 
obvious visual give-aways. This differs from the general 
Turing Test (Turing 1950), where a human converses with a 

computer through a PC terminal, and is an important 
difference, as the ability of a robot to “ground” means that it 
can take a word and translate that back into its sensory 
representation of whatever object is being referred to in the 
real world. So the problem of giving language ability to 
robots is now considered to be inextricably linked to these 
deeper problems regarding how a robot could translate the 
particular context of a word, determine the appropriate 
meaning of each word, and relate the appropriate 
affordances or actions that are usually associated with 
certain words. Having started 
with crude word recognition, 
it seems the answer to 
language in robots is to 
replicate a complex, integrated 
cognitive architecture inside a 
robot, and that’s certainly no 
easy task. 
 
 
A practical perspective 
Inspired by mythology and science fiction, humans have for a 
long time tried to create a robotic man or android (Childress 
2000), but such a creation has so far exceeded our technical 
know-how. Successful humanoid robots have only been 
realised relatively recently in robotics history and, despite 
their literary inspiration, they were logically regarded as the 
most effective design for a robot that needs to operate in a 
human environment, containing stairs, rough surfaces and 
uneven ground. But in parallel to these decades of humanoid 
robot research, a myriad of alternative locomotion solutions 
have been investigated and now, due to advances in 
engineering, the humanoid robotic platform is no longer 
uniformly regarded as the best solution to a robot in the 
home. So if we’re no longer trying to build a robotic man, 
then in trying to build robots that can effectively 
communicate with humans, why are we trying to replicate 
human language abilities? 
     The debate continues regarding how primitive humans 
first gained language abilities beyond their primate ancestors. 
But this is irrelevant for developing practical robots; the goal 
is not to create a new robotic race that learns and evolves its 
own unique robotic language dialect. The goal is to create 
robots that can comprehend common human languages with 
sufficient ability to complete goal-orientated tasks. A 
practical robot should be capable of learning language and 
other tasks, in a similar fashion to how a person learns a new 
hobby; that there is some new knowledge to be acquired, but 

Figure 3 | The Triangle of Meaning (Ogden & Richards 1923) 

Also called the “Semiotic Triangle”, describes the symbol grounding 
process. An object or referent in the real world is translated into a 
conceptual symbol in the human mind, and further translated into 
thoughts and meaning that are associated with the object. 
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the fundamentals are pre-programmed, which is in stark 
contrast to a biologically-inspired robot that must learn 
through evolution, like a caveman trying to make fire. 
      But robotics has often taken inspiration from nature; after 
all, science says that each of the diverse range of life-forms 
are nothing more than complex biological systems, so if we 
can learn enough about how they work then it would be 
comparatively trivial to replicate such a system with circuits 
and wires. Roy (2009) has taken this approach and recently 
completed a ground-breaking project to record a 
comprehensive audiovisual record of the first three years of a 
child’s life, focusing on how the child acquires language. The 
goal is to feed this data into a robot, trialling a range of 
learning algorithms, to examine what the robot is able to 
learn. But even if we do succeed in creating a cognitive 
architecture advanced-enough to give complex language 
abilities to robots, is this ultimately a desirable outcome? 
Perhaps we are asking the wrong questions in the quest to 
enable language in robots. 
     The successful outcome of building an advanced, 
cognitive framework that allows a robot to acquire language 
is that it would be capable of performing the grounding 
process, described earlier in this paper. For example, given 
an instruction to “go and clean the kitchen” the robot would 
successfully translate those word symbols into an array of 
internal representations, thereby associating all the possible 
meanings of the verbal command. But the logical outcome of 
such an ambiguous instruction is an equally ambiguous or 
confusing response: “where must the robot go”, “how is the 
kitchen to be cleaned”, and “which kitchen is being referred 
too”. What is considered to be natural human language is 
fundamentally far too ambiguous to be useful for a robotic 
machine; this is demonstrated by a common situation in 
which three people are given a verbal instruction and all three 
derive a different interpretation of that instruction, yet each 
interpretation is equally logical and accurate. Such ambiguity 
would be a hindrance to a practical robot, and while verbal 
commands should appear natural to the human operator, the 
robot should interpret them using a rigid system with defined, 
predictable outcomes. 
 
Conclusion 
For robots to be able to operate safely in our homes, and in 
close-proximity to humans, they will need the ability to 
communicate using language. To enable the average user to 
operate a robot, with minimal training, this language must be 
natural and easy to use. By debating the problems with 
building a robot language system based on complex, human 

language abilities, this paper has proposed an alternative 
practical perspective, that a robot’s language abilities need 
only be sufficient enough for it to comprehend straight-
forward verbal commands. Robots are tools and there is little 
purpose in attempting to build mind-reading machines that 
can compensate for ambiguous instructions given by a human 
operator. By asking the correct design questions, practical 
household robots with both advanced functionality and 
human-friendly interfaces will be realised. 
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